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A New Decentralized World

e Digital currency is truly digital

* Set of bits on your flash drive might be a value

* Digital currency is not someone’s IOU

* One can transfer money without centralized 3™ party (as well as cash)
* No payments censorship

* Smart contracts

* Decentralized Autonomous Organizations



Benz Patent Motor Car: The first automobile (1885-1886)




Why The Blockchain Is Slow

Consensus?



Consensus algorithms

* BFT

* Hashgraph

* Avalanche

» Algorand / Ethereum Capser FFG
 Nakamoto (Bitcoin)

* Bitcoin NG



BFT Consensus

Traditional consensus is referred to Byzantine Fault Tolerance (BFT)
Assumption: Attacker controls <1/3

- You will reach consensus

- You know when you reach consensus

- You never are wrong



BFT state-machine




Nakamoto Consensus (Bitcoin)

Nakamoto Consensus is based on PoW

Bitcoin is not BFT

Bitcoin is not deterministic but rather probabilistic consensus
In Bitcoin, there is never a moment in time where you know
that you have consensus and you’ll never be wrong. All that

happens is that you become more confident over time.

Bitcoin is synchronous protocol
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PoW vs BFT

PoW consensus

BFT consensus

Scalability
no. of nodes
Scalability

(no. of clients)
Performance

excellent
thousands of nodes
excellent
(thousands of clients)
limited

Node identity open, permissioned, nodes need
management entirely decentralized to know IDs of all other nodes
Comnsensus finality no yes

limited, not well explored
tested only up to n < 20 nodes
excellent
(thousands of clients)
excellent

throughput due to possible of chain forks tens of thousands tx/sec
Performance high latency excellent
(latency) (due to multi-block confirmations)| (matches network latency)
Power very poor good
consumption (PoW wastes energy)

Tolerated power
of an adversary

< 25% computing power

< 33% voting power

Network synchrony
assumptions

physical clock timestamps
(e.g., for block validity)

none for consensus safety
(synchrony needed for liveness)

Correctness
proofs

no

yes




PoW vs BFT

A

>10k tx/s
network latency

performance

<100 tx/s
high latency

Hybrid BF T

____________________________

Algorand

~Avalanche

Randomized BFT

Stellar:

Bitcoin-NG

Standard PoW
protocols (e.g., Bitcoin

<20 nodes

>1000 nodes



Bitcoin-NG

e Bitcoin-NG uses standard PoW for leader election, declaring a node
which mines a block with standard difficulty (called a key block) to
become a leader until a new key block is mined.

* The leader can append microblocks to the chain, which are not subject
to PoW mining but are merely hashchained together.

* Bitcoin-NG mixes leader election, often seen in BFT protocols, with a

leader-centric protocol



Hashgraph

 Asynchronous BFT

* Every node in Hashgraph can spread signed information
(called events) on newly-created transactions and
transactions received from others, to its randomly chosen
neighbors.

 These neighbors will aggregate received events with
information received from other nodes into a new event,
and then send it on to other randomly chosen neighbors.

* This process continues until all the nodes are aware of the
information created or received at the beginning.

* History of the gossip protocol can be illustrated by a
directed graph, i.e., each node maintains a graph Alice Bob Carol
representing sequences of forwarders/witnesses for each
transaction



B4 strongly

YES, YES,




Avalanche

e Partially synchronous BFT

* Non deterministic - similar to Bitcoin, Avalanche leaves determining the
acceptance point of a transaction to the application

* Asingle node of the network starts with picking a small number of random peer
nodes, say five, and asks them to choose a color.

* Each peer node then responds with a vote which the 72007 1817 1516 5
requesting node uses to form a weighted result of all 1500 -
votes. In the figure above (in the first frame), from the
node’s perspective the entire network is tilting <00 -
towards red based on one round of polling. 0 L | . .
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* This process repeats itself for everybody else.



Avalanche

procedure snowBaLLLoor(u, colg € {R,B, L})
col := colg, lastcol := colg, cnt := 0

1: procedure sNowrLAKELooP(u, colp € {R,B, L}) I

2 col := colg, cnt := 0 2

3:  while undecided do 33 dR]:=0,dB]:=0

4: if col = | then continue 1 while undecided do

5- K = sampLE(N \u, k) 5: if col = | then continue

6 P = [Query(w,col) forv € K] 6 K = sampLE(N \u, k)

7 for col’ € {R,B} do 7 P := [Query(v,col) forv € K]
8 if P.count(col’) > a - k then 8 for col’ € {R,B} do

9 9

if col’ # col then if P.count(col’) > « - k then

10: col := col’, ent := 0 10: d[col’|++

11 else 11: if d[col’] > d[col] then

12: if ++cnt > 3 then accept(col) 12: col := col’
13: if col’ # lastcol then
14: lastcol := col’, ent := 0
15: else

16: if ++cnt > 3 then accepr(col)



Avalanche

I:
2
3
4:
3:
6
7
8
9

10:

11:

12:
13:
14:
15:
16:
17:

procedure avaLaANcHELooP
while true do

find 7" that satisfies '€ T AT ¢ Q
KC := sampLE(N \u, k)
P =3 cx Query(v,T)
if P > a -k then
cr =1
// update the preference for ancestors
for7" € 7:T' < Tdo
if d(T") > d(Pr:.pref) then
Prr.pref =T’
if 7" # Py last then
Prrlast :=T', Prr.cnt := 0
else
++Prs.cnt

// otherwise, ¢ remains 0 forever
Q :=QUA{T} // markT as queried

(eT,,d(T1)) = (1,5) o P

Pr, = Pry
Pry = Prg=Pr;

1

Conflict set

(0,0)

(1,1)

(1,1)

Figure 7: Example of chit and confidence values, labeled as
tuples in that order. Darker boxes indicate transactions with
higher confidence values.



Algorand / Ethereum Casper FFG

procedure BAx(ctx, round, block):

hblock <« Reduction(ctx, round, H(block))

hblock, <« BinaryBAx(ctx, round, hblock)

// Check if we reached “final” or “tentative” consensus
r « CountVotes(ctx, round, FINAL, Tginar. Trinars Astep)

if hblock, = r then
| return (rFiNar,BlockOfHash(hblock, ))

else
| return (TENTATIVE, BlockOfHash(hblock, ))

Algorithm 3: Running BAx for the next round, with a
proposed block. H is a cryptographic hash function.

procedure CommitteeVote(ctx, round, step, t, value):

// check if user is in committee using Sortition (Alg. 1)
role « (“committee”, round, step)

(sorthash, . j) « Sortition(user.sk, ctx.seed, t, role,

ctx. weight| user.pk]. ctx. W)

// only committee members originate a message

if j > 0 then

Gossip({user.pk,Signed ,__, (round, step,
L sorthash, m.H(ctx.last_block), value)))

procedure BinaryBA*(ctx, round, block hash):

step «— 1
r «— block _hash
empty_hash «— H(Empty(round, H{ctx. last_block)))
while step < MaxSteps do
CommitteeVote(ctx, round, step, Terep, I)
r « CountVotes(ctx, round, step, Tsrep, Tsrep, AsTEP)
if r = TimeouT then
| r « block_hash
else if r # empty_hash then

for step < s’ < step+3 do
| CommitteeVote(ctx, round, s, Tsrep. 1)

if step = 1then
| CommitteeVote(ctx, round, FINAL, Temar, 1)
refurnr

step++

CommitteeVote(ctx, round, step, Tores. T)

r «— CountVotes(ctx, round, step, Terep. Tsteps AsTep)
if r = TiMeoUT then

| r <« empty_hash

else if r = empty_hash then

L for step < s’ < step+3 do

| CommitteeVote(ctx, round, s', Torep. 1)
returnr
stepr++




How to Make Consensus Work Safe and Fast




Sharding is the way to scale BFT

e Sharding improves the scalability of the blockchain by splitting the

network into smaller “groups/pieces”

e Sharding is good for nodes but then you need to have identity

management

* Sharding does not work for pure PoW

In fact, if you split the network into 100 pieces, you only need 1% of

the total hash-power to takeover a shard



Blockchain Trilemma

Securit
Blockchain systems can only have 2 of those 3: seurty

- Scalability
- Decentralization

- Security

Scalability Decentralization



Decentralization Myth — Bitcoin

13 mining pools controlling more than 95% of the network

4 mining pools controlling more than 50%

WAYLCN 0.7%

Bixin: 0.7 %

BTC.com 18.4%
Bitcoin.com: 1.5 %
unknown: 2.2 %
DPOOL: 2.2 %
BitFury: 3.7 % /
Huobi.pool: 5.1% 7/

// AntPool. 13.2 %
BitClub: 5.1 %
VIaBIC 7.4 %
F2Pool: 7.4% —
BIC.TOP: 7.4% Poolin: 13.2%

SlushPool: 11.8%



Decentralization Myth — Ethereum Top 25 Miners

25 distinct nodes

Top 100 accounts controlling 50% of ETH

Oxb75d1e62b10e4ba91315c4aa3facc536f8a922f5 (0.5769%)
0x70aec4b9cffa7b55c0711b82dd719049d615e21d (0.7186%) \
Oxab7f2baf977f02beb242af077a51ce9fa2cf83d2 (0.7413%)
0x4a071leee72bc8664c81b62836932ed0d246da82b (0.7565%)

Ethermine (26.7490%)
Coinotron_2 (0.7970%)

Oxcc16e3c00dbbe76603faB33ec20248786dfe610 (0.8071%) /.
Ethpool_2 (0.9564%) ~ /|

DwarfPooll (2.3885%)

bw (2.4391%)

bitclubpool (2.7857%) ' |

miningpoolhub_1 (10.2674%)

Nanopool (12.6686%) 12pool 2:(16:2867%)

SparkPool (15.6947%)



Decentralization Myth — EOS top 100 Token Holders

Top 100 accounts controlling 75% of tokens

25 mining nodes that produces blocks

OTHER ACCOUNTS
0x00000000000000000000000000000000000000b1
0xd0a6e6c54dbc68db5db3a091b171a77407ff7ccf (EOS_TokenSale)
0xf82f2fc23dadbcfef2b342e6233ba0b85c4f342f
0x100634b885F54286762578042a1bfcbeach91729
0xf837d63175F9df73772fba356f31479e67c1735

0x5b7b94e2f7b394ae280646178cb7b07d5945c195

Oxf8aaddfd453f604c471fba6ea622e2f761327e45 \ 0x742d35cc6634c0532925a3b844bc454e4438f44¢ (Bitfinex_5)
Oxbfaalalea534d35199e84859975648b59880f639 \ \

0xf23221e40732b34d84db1d30da95367a160da090 \ 0x83761c6785427f5a27a07c92a9dcfa99947bc4ad

/ 0x6cc5f688a315f3dc28a7781717a9a798a59fda7b (Okex)
/:;' 4 / 0xfe9e8709d3215310075d67e3ed32a380ccf451c8 (Binance_5)
\ // -' 0x88e343f4599292c2cffe683¢1bb93cd3480bdbab (PXN_COLD)
: NS 0xa30d8157911ef23c46c0eb71889%efe6a648a41f7 (BigONE_2)

0xc1b432d347652a96b99faab7d6bbb95331d1512b \
R
~_— 0x46f91f0025¢303d66958fd84feec3605¢9363067

0x072e6d53d852b7587c04b839980d42b46a280081

0x3f5ce5fbfe3e9af3971dd833d26ba9b5c93610be (Binance_1) ~

0x7793cd85c11a924478d358d49b05b37e91b5810f (Gate.io_2) g

0x174443351e21d47ed9ab51517a301107d92ede64 &}/

0x62a23e43792cd096685896d2cf5aa8fd3d7bf36a 0x32f1cc71df090341140895e755ed8b35dcOb33b7



POS shading major challenge

It's really important to mention that validators are super-
frequently reshuffled between shards (possibly even once
per block), so it's actually quite hard to "target" one specific
shard for an attack. This is a large part of where sharding's
at least theoretical success in breaking the trilemma comes
from.

Vitalik Buterin

...but what about stake centralization?



Before Scaling Consensus...

We should first decide on the subject of consensus:

1.

N o Uu & W N

Government Blockchain (...nonsense)
Proof of Authority (1 vote = 1 authority)
Proof of Work (1 vote =1 CPU)

Proof of Stake (1 vote = 1 coin)

Proof of Storage (1 vote = 1 Kb)

Proof of ...

277



Which Resource Is the Most Equally Distributed On the Planet

Hint: definitely it’s not money...



Universal Declaration of Human Rights

ArricLe 1

All human beings are born free and e ual in
dignity and rights. They are endowe with

reason and conscience and should act towards
one another in a spirit of brotherhood.



Constructing Proof of Identity



Constructing Proof of Identity

We should NOT do:
1. Global humans registry?
2. DNA based registry?

3. Self-governed identity register?

What we should know about identity:
1. ldentity is the human being

2. The human being is unique



Reverse Turing Test

Select all squares with
street signs

if there are none, click skip

I'm not a robot
reCAPTCHA

Privacy - Terms

: =
lﬁﬁim L‘ﬁm ~

e Centralized

: Hat L
* Hard to produce for different languages ate NS

solving solving
CAPTCHAs = CAPTCHAs

* Image recognition might be handled with Al



Before-After captcha




Before-After captcha




Before-After captcha




Before-After captcha




Before-After captchas

1. Hard for Al. Common sense reasoning is required to solve captcha.
Might be created by any person easily
The bigger the network the bigger the diversity. Diversity is the key.

No translation needed

A S

Right answers for captchas are discovered by consensus



Proof of Identity — Unigness

Proof of uniqueness - can be achieved by having multiple people during

globally synchronized online the session for solving series of captchas



Proof of Identity — Unigness

Proof of uniqueness - can be achieved by having multiple people during

globally synchronized online the session for solving series of captchas

A POCCHA
BOCTW | CEIOARA




Summary

1. Whatever consensus algorithm is built it should care about decentralized
foundation

2. Deep decentralization is the basis for the safe scalability (sharding)

3. Thereis no trilema, but dilemma only — to be decentralized or not to be

4. Anonymous digital identity might be the possible solution



Universal Declaration of Human Rights —10.12.1948

ArticLe 22

Everyone, as a member of society, has the
right to social security and is entitled to real-
zation, through national effort and international
co-operation and in accordance with the organi-
zation and resources of each State, of the econo-
mic, social and cultural rights indispensable for
his dignity and the free development of his
personality.



Universal Declaration of Human Rights —10.12.1948

Armicce 12

No one shall be subjected to arbitrary inter-
ference with his privacy, family, home or corres-
pondence, nor to attacks upon his honour and
reputation. Everyone has the right to the pro-

tection of the law against such interlerence or
attacks.



Universal Declaration of Human Rights —10.12.1948

ARTiCLE 7

All are equal before the law and are entitled
without any discrimination to equal protection
of the law. All are entitled to equal protection
against any discrimination in violation of this
Declaration and against any incitement to such
discrimination.



Thank you



